Working Group 26 (Pathology) Progress Report

November 16, 2009

Since the last report, WG-26 met by web conference on October 7, 2009 and continued work on the draft of a whole slide imaging supplement.  We presented our draft supplement (145) as a second read at the WG-6 meeting in late October.  We will continue work with a web conference on 12/16/09 with a goal of getting it ready for WG-6 to review at its January 2010 meeting if there is time on the agenda.

Reported by Bruce Beckwith, co-chair WG-26


D.C. in conjunction with the 2010 USCAP meeting.

Date:  Saturday, March 20, 2010

Time: 1:00 – 5:00 PM

Location:  Marriott Wardman Park Hotel, Washington, DC, USA

Room: Taylor (on the mezzanine level)

Europe Vilnius

WG26 during the European Telepathology Congress,

1-3 July 2010, Vilnius, Lithuania

Sunday, Oct 24 2010 from 8-12 that would be great.  In San Diego

I have scheduled our next working group web conference for Dec. 16th to continue our discussions of draft supplement 145.

Topics to include –

Revising the introductory material to be more accurate and reflect the current changes.

Feedback regarding the information needed in the optical path section

Macro images – are these needed, what information would be needed to describe/define them, etc.

How much detail should we include in the modality worklist (e.g. instructions to scanners about what to do)

Date:  Wed, Dec. 16, 2009

Time:  10-11:30 AM EST

           If I am correct, that means that it will begin at 9 am CST, 7 am PST, 4 pm in most of Europe and 11 pm in Japan.

Details are below:

1.  Please join my meeting.

https://www1.gotomeeting.com/join/732673592
2.  Use your microphone and speakers (VoIP) - a headset is recommended.  Or, call in using your telephone.

Dial 914-339-0013

Access Code: 732-673-592

Audio PIN: Shown after joining the meeting

Meeting ID: 732-673-592

GoToMeeting® 


Online Meetings Made Easy™

Ole Eichhorn, Harry Solomon and I went to the WG-6 meeting yesterday to present the second reading of Supp 145.  In general there were no major concerns with the proposed approach.  There were some questions which we answered and some things that need to be marked to solicit input from reviewers during public comment, but no major issues.  They did advise us strongly to make our approach a true “tiling” approach, where each tile must not overlap with any other tiles.  Harry will make this change, along with several other ones which were discussed. 

I specifically brought up the issue of whether we should stick with the tiled approach or instead “break the size limit” and they said that as far as WG-6 was concerned this was settled at their Jan 2009 meeting where there was evidently a significant discussion around it (and the correction proposal on this topic was withdrawn).  The reasoning, in part, was that simply changing the size limit for all of DICOM would force vendors into a rewrite for many products, such as PACS, viewers and even toolkits, etc., so the effect would be felt far beyond just the systems that are designed to interact with pathology WSI images. I know that while we had settled on the tiled approach within the working group previously, there has been continued discussion about this possibility, but it is clear that at this time the issue is closed as far as WG-6 is concerned.

Our planned next steps are a web conf in Dec. and then hopefully a return trip to WG-6 in Jan (D.C. again) to get approval to release the draft for public comment.

WG-6 thought that we would probably need at least one meeting of WG-26 after the comments are received and then we would need to go back to WG-6 (? June or August) before issuing for ballot.

Items that we need to work on between now and our next web conference are:

Revising the introductory material to be more accurate and reflect the current changes.

Feedback regarding the information needed in the optical path section

macro images – are these needed, what information would be needed to describe/define them, etc.

How much detail should we include in the modality worklist (e.g. instructions to scanners about what to do)

Dear Mr. Beckwidth, Hello  All, 

you asked for comments on Supp 145. 

Here is what we discussed within our group in Magdeburg Germany to the listserv of the WG26: 

After reading of Supp145_8 we recognized a couple of facts and statements that might be considered or corrected:

1. The assumption that besides the WSI IOD retrieve approach a fully functional JPIP distribution would be possible is not correct. Unfortunately JPEG2000 images can only be requested on tile level through JPIP Transfer Syntax with this Supplement. This means, we have to split huge images even if they are already encoded as JPEG2000 multi documents. The splitting of resolution levels, Z-planes and different illuminations into single objects conflicts an efficient JPIP distribution too.

2. The frame-level retrieve is used as a well supported feature within this Supplement and WSI retrieval is based on this. This is the opposite to what can be seen outside. In fact, frame-level retrieve is rather new to DICOM and only a few new installations are doing it. Whether old PACSystems can be upgraded  depends on their internal data models which are mostly difficult to change.

3. The retrieve of tiles through concurrent DICOM associations must be doubted to work with existing archives either, since they are not designed for this kind of streaming image distribution but for the old fashioned store-and-forward principle. 

4. The last two points would lead either to:

a. new installations better adapted to the fast distribution of spatially related small images

b. or to the use of proprietary image distribution out of the archive privileging those PACSystems that already have this

c. or to the degradation of the WSI archive to a trash bin managing WSIs as tiles for a separate image distribution

d. and they will not lead to WSI aware fast archives with an independent and efficient image distribution based on official image formats (as DICOM should do).

5. The storage of huge pre-compressed JPEG2000 images is not possible. Thus all WSI scanners will have to split their images into tiles, even if there might be quick (e.g. hardware based) JPEG2000 encoding in the future. This will hamper innovation and put additional load on the modalities besides protecting those scanners that are not able to deliver JPEG2000 pyramids initially.

6. When JPEG2000 Part2 Transfer Syntaxes are used, the use of a WSI instance is not required (e.g. does not have to be mandatory) since JPEG2000 code streams contain all pyramidal information that must not be duplicated. The specialized WSI-information (light path, etc.) could be added to the existing VL image IODs optionally.

7. The Supplement contains a couple of statements that are not “completely” true or that are omitting some facts, most of them arguing against JPEG2000/JPIP. We corrected them in detail below. 

The major argument against direct integration of huge pixel dimensions was the missing backward compatibility to existing installations. As mentioned before the existing Supplement will also not be practicable with existing installations, however it will cumber modern techniques. Thus there is no argument against the addition of large image dimensions as UL tags, even more as the VL image IODs are updated anyway. With those conditionally defined row/col-tags and the optional inclusion of the multi-frame module, a VL Micro Image would be sufficient for WSI streaming through JPIP Transfer Syntax and for storage as one complete JPEG2000 pyramid as well. This would not exclude the WSI IOD retrieve approach, since it might be applicable as well.

Issues with Storing WSI in DICOM

(I don’t know what is meant with “data size”, if it is the pixel section length, this shall be corrected)

Second, uncompressed DICOM image objects data size are stored as unsigned 32-bit integers, for a maximum value of 2 4GB with the maximum value interpreted as undefined.  As noted above, WSI may have data sizes which are larger than this. If an encoding Transfer Syntax is used, pixel section must have an undefined length and the 4GB restriction applies to each fragment of an unlimited number of fragments. In case of the two Part 2 JPEG 2000 Transfer Syntaxes, an arbitrary mapping is allowed between the encoded bitstream and the fragments which results in almost no limitation.
 (This is unclear, if “storage” means encapsulation as coding TS then “TIFF” must be deleted. As far as I now there is no TS for TIFF format.)

DICOM presently supports storage of image objects from a variety of file formats, including JFIF, TIFF, and JP2.  These pixel formats and file formats are compatible with WSI.  The issues with storing WSI in DICOM are a result of limitations in the IOD two field sizes, the pixel rows (0028,0010) and columns (0028,0011) .
Issues with Accessing WSI in DICOM

If WSI tiles are stored as frames in a multi-frame image, a client could retrieve only desired frames from the server that implements this SOP Class. The support for frame-level retrieve is rather seldom since it is new and installed PACsystems will hardly be updated since this feature is meshed with the internal organization of data. The decision to build the WSI image distribution process on this SOP Class will either result in major updates of installed systems or can only be applicable to newly installed bases.   

 (A JPEG2000 code stream, and thus one image, can be as large as 64k*1TB (=64 Petabyte, that’s enough), the following paragraph has no substance but to construct an advantage of tiff from a false disadvantage of JPEG2000. The limitations have no practical effect neither on JPEG200 nor on JPIP)

The JP2 object format has a limitation that individual code streams can only contain 64K tiles, because the format uses an unsigned 16-bit integer for tile indices. This limitation does not apply if one of the  two Part 2 JPEG 2000 Transfer Syntaxes is used. This means that as image sizes increase, the underlying tile size must increase to ensure the image contains less than 64K tiles. This limitation applies to communication protocols based on the JP2 object format, including JPIP.  It does not apply when JPEG2000-compressed image tiles are stored in other object formats, such as TIFF, because then only the individual tiles are restricted to 4GB, while the entire object can be larger.

 (Same as before but against JPIP. There is absolutely no need to write JPIP is inefficient. It’s not the protocol, it’s the implementation. If some vendors did not speed up JPIP it does not mean that JPIP is slow. There are known optimizations to the mostly tested Kakadu JPIP-Server that work sufficiently.)

Despite being functionally compatible with WSI access, some vendors have found that the JPIP protocol is inefficient for accessing WSI.  Clients accessing image data generally have to make more requests resulting in more network messages than with The JPIP protocol is sufficient for accessing WSI images, but it’s implementation might have to be adapted to resolution first progression order of the encoded code stream to be as efficient as simpler access mechanisms.  Additionally JPIP may impose additional overhead on servers, since if assembly of responses to requests requires unnecessary fragmented access to poorly prepared image data and assembly of response images.  Typically it is more efficient to distribute processing by moving as much If the JPEG2000 image data is prepared for efficient use of JPIP it helps avoiding to move overhead from servers to clients as possible.  For these reasons and to support a broader variety of image formats, whole slide images will be stored in DICOM using a mechanism which is compatible with JPIP but which does not require JPIP.  When an image object is stored as a JPEG2000 code stream JPIP may be used, but other tiled access methods may also be used.

(The last sentence is not correct. First: the conclusion for broader support JPIP must be avoided is not proved. Second: The approach is not compatible with JPIP since only single tiles can be displayed through the JPIP protocol. Third: the limitation of storing each level of the resolution pyramid as separate instance anticipates effective use of JPEG2000/JPIP )

Storing an Image Pyramid as a Series

Where multiple resolution images are needed or desired for the WSI, each “level” is stored separately in the series.  

Where multiple Z-plane images are needed for the WSI, each plane may be stored separately in an object in the series, or all the planes at one level may be stored in the same image object.    Similarly, for multispectral imaging each wavelength may be stored separately, or all in the same object.

Multiple resolutions, Z planes or image versions resulting from different light paths can be stored separately in the series or within several JPEG2000 multi-document code streams encapsulated within one object.   

The WSI IOD

(Shall not be mandatory, if the pyramidal organization is defined within the code stream, e.g. when JPEG2000 Transfer Syntaxes are used. )

WSI image data access modes

 (append)

But in some cases applications cannot await efficient handling of multiple concurrent connections to an archive, since common PACSystems are designed for the historical DICOM store-and-forward principle. Thus retrieving the VL Slide Microscopic Image in JPIP Transfer Syntax shall be an alternative. Those systems storing its data in JPIP aware JPEG2000 multi documents will be able to easily distribute the required tiles through a separate JPIP connection.

Characteristics of the WSI storage mechanism

(In addition to a completely new WSI IOD and updated VL image IODs, it is worth to add two new conditionally defined UL tags for large rows and large columns to the VL image IODs. So the 64k restrictions will not apply and can be deleted from the entire document. Adding the multi-frame module to the VL IODs as well, JPEG2000 code streams can be used efficiently. Both might be collected in a WSI Image Module.)

Changes in the rest of the document will  be necessary, especially the optional inclusion of the specialized WSI-information (light path, etc.) in the VL image IODs .

Without changes JPEG2000 and JPIP would not be a real alternative in the Supplement 145. Moreover it would favor single vendors with the accessing methods included and will stick with old fashioned system designs. For efficient and future-save WSI support, the need for a new enhanced WSI SOP Class would be foreseeable.

Best wishes,

Dr.-Ing. Ralf Zwönitzer, Dipl.-Inform.
Subject: Survey regarding patents relevant to WSI and supp 145

Hi All,

At our meeting in Florence, the subject of whether there were potentially relevant patents known to the group members which would affect users abilities to implement or use the methods outlined in our draft WSI supplement.  We decided that it might be helpful to poll the group. If you are willing to share your knowledge of such patents, please respond to the listserve with a short description of the patent(s) including the number if known, any applicable geography information (e.g. US only, worldwide, etc) and why it might be relevant and any other information you think might be helpful.

I will start by saying that we already know about the Aperio application related to the method described in Ole’s version of the supplement.  According to Ole, the intention is to assign that patent to the newly formed Digital Pathology Association if it is issued, to put it on a vendor-neutral footing.

I also believe that Olympus controls the so called “Bacus” patents which are presumably relevant.

Thank you for any information you can contribute.

Bruce A. Beckwith, MD


Hi Michael,

As you probably know, this issue of the Z-plane has been thorny from the start.

As you point out, the actual distance (if known) can change from region to

region on the slide.  I think that in prior discussions we have thought about

making sure that the planes are identified with a mandatory integer number and

that they are in numeric order with respect to "distance to the glass".  If a

scanner knows the distance to the glass and/or the distance between the

z-planes, then perhaps that could be included as well.

Are there CAD algorithms that would need to know the distance to the glass as

opposed to the order of the z-planes?  Would the distance between focal planes

obtained be important as well?  I presume you would want to know depth of field

as well as distance between successive z-planes for things like 3-D

reconstructions.  

Bruce A. Beckwith, MD

Chief, Laboratory Medicine

Department of Pathology

North Shore Medical Center

81 Highland Ave.

Salem, MA 01970

978-354-4101

bbeckwith@partners.org
-----Original Message-----

From: Michael Meissner [mailto:Michael.Meissner@omnyx.com] 

Sent: Friday, September 25, 2009 3:05 PM

To: Working Group 26

Subject: RE: Sup 145 after Florence

Harry et al,

(that went out too early, sorry for that. Too many G20 helicopters flying around here in Pittsburgh today)

Thank you for putting this together and following-up, very much appreciated. The meeting in Florence was very productive and your help & support clearly shows. Thank you.

I know that we had planned for a follow-up call early / mid October prior to the WG6 meeting later in October and I will send you detailed feedback separately without spamming everybody. On the high-level, I however wanted to raise two issues: "labeling" and "z-layers".

*         Labeling:

I would suggest to follow the approach that Aperio has in their User Manual, using the terms "Thumbnail", Label", and "Macro". For illustration purpose, I am including the snapshot from their manual below. This is very intuitive and makes sense rather than the discussions we had in Florence which was much more vague.

*         Z-layers:

We had a few presentations by vendors showing that the acquisition followsthe tissue topology (case I of attached image). While we had a good discussion, it seems that there are some details that should be highlighted in the introduction section so that it is clear to everybody.

While we could record a z-layer value (distance to glass) that varies for each tile/scanline segment but truly represents a physical distance to somereference on the glass, this approach would break once the tile size of what is stored in DICOM would not be a divisible of the acquisition device's tile size/scanline segment. The same issue would occur at refiltered lower levels of magnification in the hierarchy once tiles/scanline segments are "merged" that have a different z-layer value. Thus, it seems most consistentto adopt one Z-layer value for one WSI scan (vendor decides what to chose,e.g. average glass distance of all tiles) even though the different tiles/scanline segments in it reside at different physical layers / distance to glass. The drawback could be that there are limitations for CAD algorithm users and I would appreciate if they and others could provide you some feedback prior as well as on our call in October so that we can clarify that in the "Description of Problem" section of the document.

I hope this helps and I very much look forward to the call in October. Thank you.

Sincerely,

Michael Meissner, Ph.D.

Vice President Software R&D

Omnyx, LLC

30 Isabella Street

Pittsburgh, PA 15212, 5862


From: Solomon, Harry (GE Healthcare) [mailto:Harry.Solomon@med.ge.com]

Sent: Tuesday, September 08, 2009 6:34 PM

To: Working Group 26

Cc: wg6@lists.nema.org

Subject: Sup 145 after Florence

Hello WG-26 and WG-06 -

I have posted Sup145_07 and Sup145_08 to the DICOM ftp server  ftp://d9-workgrps:goimagego@medical.nema.org/medical/private/dicom/WORKGRPS/WG26/2009/2009_03_Florence.   _07 has change tracking from _06 (the draft prepared for the meeting based on David Clunie's multi-frame proposal). _08 is the version with all changes accepted, and a bit of minor editorial cleanup (like section renumbering).  I suggest you work from _08, but if you want to see what was considered (and perhaps thrown out) you can go to _07.

This is still very much a work in progress, but I think we can continue with committee level development with a target of bringing it to WG-06 at theend of October.  It might be too much to expect release for Public Commentat that time, but that might be a possibility if we get expeditious committee comment on this draft.

The introductory material still needs major rework.  I have focused on thedetails of the proposal, and perhaps someone else might want to take a crack at clarifications to the intro section.

Coming out of the Florence discussions, the _08 draft attempts to address all the major issues, although there is certainly still a need for discussion.  Here are some of the highlights of the current approach, with specificcomment action requests.  Please post your comments back to the WG-26 listserv, or to me and  I will post if you are not on the WG-26 list.

1. This draft proposes staying within the (216)2 frame (tile) size limit, although the new WSI IOD affords the opportunity to go to a (232)2 image size without tiling. The proposal does provide a conceptual Total Pixel Matrix up to (232)2, into which the tiles fit, and which defines the spatial orientation of the tiles relative to the slide.  The proposal uses the enhanced multi-frame image paradigm, but limits each multi-frame image to tiles ofa single pixel spacing. This means that an image represents only a single layer in a multi-resolution hierarchy. Tiles within a single image object can, however, be at different Z-planes, or at different wavelengths/colors. All: verify acceptability of the tiling approach.

2. The proposal uses several of the existing multi-frame functional groups.  However, some sets of attributes have been set as fixed for the entire object, and are not encoded in functional groups (such as Plane Orientation,and Volumetric Properties).  Even though pixel spacing is fixed, the PixelMeasures functional group is used for consistency with other enhanced MF IODs, but it requires some reinterpretation with regard to slice thickness as optical depth of field. DICOM experts: verify acceptability of the multi-frame functional groups approach.

3. The proposal includes an Optical Path Module with a Sequence defining optical paths (including illuminators, filters, lenses, and sensors), and then allows the specification of the applicable path for each frame (tile).  It adds this module to existing VL microscopy IODs.  We had a discussion inFlorence about "macro" images, and it seems to me this can be conveyed simply as a selection of lens.  We did not have a complete discussion of the approach to optical path description, and what concepts need to be conveyed. Scanner manufacturers and pathologists: verify appropriateness/ completeness of concepts in Optical Path Module, and of the associated Context Groupterms.

4. We had a discussion about images of the slide label area.  This draft proposes a LABEL "image flavor", for images whose intent is specifically to image the label, and those images are required to include the Slide Label Module to provide the decoded label information.  In addition, there is a separate attribute Specimen Label in Image to indicate that the label is visible in the image, whether or not that is the intended purpose of the image.Scanner manufacturers: verify LABEL labeling approach.

5. This draft proposes a LOCALIZER "image flavor", with an associated Multi-Resolution Navigation Module to provide linkage across resolution layers.This object is not strictly necessary, as an application could reconstructthis information from the functional groups of the image objects; however,efficient access to just the header data requires a PACS that implements Query/Retrieve SOP Classes just added to DICOM this year.  All: verify acceptability of the localizer approach.

6. The proposal uses the standard Frame of Reference Module, as used in the VL Slide Coordinates Microscopy Image IOD with the Slide Coordinate System, and clarifies this.  There is still work needed here to emphasize the fact that this is not a reproducible Frame of Reference across equipment (duefor instance to differences in slide attachment mechanisms and slide sizes), but the approach is consistent with the standard Frame of Reference constructs. DICOM experts: verify acceptability of the Frame of Reference approach.

7. We began a discussion of the attributes necessary for Modality Worklist.  The draft proposes adding the optical path attributes to Modality Worklist, thus allowing a smart APLIS to control optical path parameters, but this may be overkill.  The Protocol Context Sequence allows passing other parameters, such as number of Z-layers to image.  All: verify acceptability of the Modality Worklist approach.

8. To mitigate the limitations of tiling for annotations using existing Grayscale and Color Softcopy Presentation State IODs, a new attribute is proposed for the Softcopy Presentation State objects that allows display area selection relative to the Total Pixel Matrix, rather than relative to the frame.  Note that the Presentation State display area selection already uses 32-bit offsets, so no change is necessary there. DICOM experts: verify acceptability of the Presentation State approach.

9. Several items that we did not discuss are highlighted in yellow, or in Word comments.

Harry Solomon

Interoperability Architect

GE Healthcare

T  +1 847 277 5096

M +1 847 732 0154

harry.solomon@ge.com
